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Abstract

In his 2019 Nobel Prize acceptance paper, William Nordhaus (2019) highlighted the uncertainty over climate damages by using two completely different damage functions: Nordhaus and Moffat (2017) and Howard and Sterner (2017). Despite their vastly different implications for climate policies, both were estimated using the meta-analysis technique, a method long considered the objective and scientifically rigorous way for combining results from multiple studies to develop a consensus estimate. This paper demonstrates that this disparity stems from differences in both methodological decisions (addressing methodological impacts and heteroskedasticity) and subjective decisions (about data search, selection, and weighting). Combining the two data sets, applying Nordhaus’s quality weights, and applying the best methodological practices, we find damages of approximately 7 to 10 percent of gross domestic product (GDP) for a 3°C increase in global average surface temperature, depending on the inclusion of catastrophic and productivity impacts; the result is relatively robust to alternative data selection, weighting, and methodological assumptions. However, subjective differences between the weighting assumptions of the two earlier studies are still unresolved. To address subjectivity, this paper makes transparent existing weighting rules, develops new weighting rules, and applies a recently developed quality effects estimator from the medical literature (Doi et al. 2015). Operationalizing these rules, we demonstrate that damages are approximately 7 to 16 percent of GDP for a 3°C increase, though the upper end of this range, which includes catastrophic and productivity impacts, is sensitive to the selected model and weight specification.
Contents

1. Introduction 1

2. Differences between Nordhaus and Moffat (2017) and Howard and Sterner (2017) 2
   2.1 Data: Search, Selection, and Weighting 3
   2.2 Methodological Differences 7

3. Analyzing Regression Differences 10
   3.1 Replication of Nordhaus and Moffat (2017) 10
   3.2 One-by-One Regressions Analyzing HS 11
   3.3 Outliers 12
   3.4 Takeaways 14

4. Improving Meta-Analysis: Addressing Methodological and Data Discrepancies 15

5. Addressing Subjectivity in Weights 18
   5.1 Developing Objective Components of Weights 18
   5.2 Subjective Assumptions Underlying Weights 21
   5.3 Quality Effects Estimator 22
   5.4 Results 23

6. Conclusion 25

7. References 27

8. Tables and Figures 32
1. Introduction

In his 2019 Nobel Prize acceptance speech, William Nordhaus (2019) argues that predicting climate damages is “the most difficult task” associated with the study of global warming and suffers the greatest uncertainties. Contrasting the DICE-2016R2 damage function (Nordhaus and Moffat 2017) with the damage function estimated by the authors of this paper (Howard and Sterner 2017), he notes that summaries of global damage estimates are “all over the map,” with a range of 1.9 to 6.7 percent of gross domestic product (GDP) for a 3°C increase in global average surface temperature (Nordhaus and Moffat 2017; Howard and Sterner 2019; Tol 2018); see Figure 1. However, these two damage functions were both estimated using the meta-analysis technique, a method long considered the objective and scientifically rigorous way for combining results from multiple studies to develop consensus (by improving the overall estimate of treatment effect size) and resolve uncertainties and discrepancies within the literature (by explaining these differences) (Stegenga 2011; Holman 2019). Since the damage function is so very important for the calculation of an optimal climate policy and since such large discrepancies remain despite similar methodologies, we believe that it is vital to further refine our methodology.

The wide discrepancy between Nordhaus and Moffat (2017) and Howard and Sterner (2017) may not be surprising, given the significant uncertainties underlying climate damage functions (Nordhaus 2019). In the United States, the social cost of carbon (SCC) is a critical climate policy tool. However, the difference in meta-regression damage estimates implies a 3.5- to 5.5-fold difference in the 2020 SCC estimate within DICE-2016R2 and a 0.7°C to 0.9°C difference in the optimal global average surface temperature in 2100. Moreover, given the recent burst of climate damage publications (Greenstone 2017), the use of meta-analysis to synthesize this growing literature at the sector (e.g., Moore et al. 2017) and global levels (e.g., Tol 2009) is becoming increasingly popular. In this paper, we analyze differences in meta-analysis results to determine what causes this discrepancy and whether it stems from inconsistency in the application of methodologies or from the subjectivity inherent in the summary of climate damage literature. Using this understanding, we propose an improved estimator adapted from the medical literature.

Finding drastically different results from earlier summaries by Tol (2009, 2014) and Nordhaus and Sztorc (2013), Howard and Sterner (2017) explained many of the discrepancies. Specifically, Howard and Sterner (2017) introduced up-to-date regression techniques and methods (some from the medical sciences) into the global damage context to address ongoing issues of systematic review, duplicate publication bias, heteroskedasticity, lack of methodological controls, measurement error, dependent errors, and outliers. The authors found that the use of differing sets of damage estimates greatly influenced the meta-analysis results, and the importance of duplication bias and omitted methodological controls depended on whether high-temperature damage estimates (≥4°C) were excluded. Nordhaus addressed some of
these issues in his latest analysis by introducing a systematic review synthesis (SRS), outlier robust methods, and estimate-based weights (Nordhaus and Moffat 2017). However, as noted by Nordhaus (2019), the discrepancy remains. Some of this difference still results from inconsistent application of meta-analysis techniques, most prominently methodological controls and heteroskedasticity, as raised in Howard and Sterner (2017). Additional reasons may be that Nordhaus and Moffat (2017) introduce author-determined estimate-specific weights along with several other methodological differences; see Table 1.

Our analysis finds several methodological causes for the discrepancy in meta-analysis results, though differing subjective opinion is also a driving factor. On the one hand, omitted methodological controls (particularly controls for the inclusion of productivity, nonmarket, and catastrophic impacts in addition to the more traditionally captured direct market effects) and the failure to address heteroskedasticity are major methodological reasons for the differences in results between Howard and Sterner (2017) and Nordhaus and Moffat (2017). Although duplication is still an issue, we no longer find evidence that this is the driving methodological cause of the difference. On the other hand, in addition to the search and selection rules, the inclusion of explicit and implicit weighting of estimates is another major source of discrepancy. To avoid implicitly weighting estimates at zero, an improved systematic review process that balances the identification of relevant studies and the screening needs for assessors is critical. Although improving search rules is beyond the scope of this paper, we develop transparent rules for explicit weighting of global climate damage estimates and apply a recently developed quality effects estimator designed to address the subjectivity of weights finding climate damages of 7 to 16 percent for a 3°C increase, depending on the scope of climate impacts considered. Because eliminating subjectivity from this process may be impossible, future work should consider using expert elicitation to develop weights for estimating a central (i.e., “consensus”) damage function.

2. Differences between Nordhaus and Moffat (2017) and Howard and Sterner (2017)

To reflect advances in climate science and economics, Nordhaus and Sztorc (2013) updated the DICE global damage function by switching its calibration from the enumerative approach to a meta-analysis. Using global damage estimates assembled by Tol (2009), in the first meta-analysis of global climate damage, Nordhaus and Sztorc (2013) regressed temperature squared on damages and then adjusted the coefficient upward by 25 percent to account for unmeasured nonmarket and catastrophic impacts. After two sets of corrections to the Tol (2009) data set underlying the DICE-2013R damage function (Tol 2014; JEP 2015), Nordhaus
conducted his own SRS and meta-regression of global damage estimates (Nordhaus and Moffat 2017; Nordhaus 2019). After correcting significant errors in the Tol (2014) data, adding several additional damage estimates (via SRS), and improving the econometric techniques applied, including the application of median regression and quality weights, the DICE-2016R damage function reestimated in NM declined by 17 percent relative to the 2008 model.\footnote{Using similar data and differing methods, Tol (2018) recently found a nearly identical damage function as DICE-2016R when applying Nordhaus’ quadratic damage function. However, we focus on comparing the results of HS with NM, instead of Tol (2018). As little has changed in Tol’s methodology between earlier versions of his model and the 2018 version, HS already explains much of the difference between HS and Tol (2018); see Section SM.1 in the Supplementary Material for more discussion.}

Around the same time, Howard and Stern conducted their own review of the global damage literature. After similarly correcting previous data errors and adding a variety of damage estimates, HS dropped a large subset of estimates for not meeting the selection criteria and to address estimate duplication. Using this data set, HS estimated an alternative DICE damage function using updated economic techniques to address omitted variable bias, heteroskedasticity, dependent estimates, measurement error, and outliers. In contrast to NM, the HS damage function is a 150 to 300 percent increase relative to DICE-2008, depending on the inclusion of productivity and/or catastrophic impacts.

To explain this discrepancy, this section reviews the differences in the data and estimation methodologies applied by NM and HS. Table 1 summarizes these differences.

2.1 Data: Search, Selection, and Weighting

Unlike prior studies, HS and NM attempted to be systematic in their data collection and selection. Before running the meta-regression, Nordhaus and Moffat conducted a system review synthesis. However, they concluded that a formal process such as SRS would be unsuccessful in the context of “climate change impacts” because of the diffuse nature of the field. Specifically, they found that formal search procedures generated either insufficient data (failing to capture known studies in Tol 2014) or too many studies (of which few were useful). Instead, the authors applied a combination of formal search via EconLit and informal methods to identify the relevant set of observations. For similar reasons, Howard and Stern also used a variety of formal and informal methods, which they rigorously documented, including applying a combination of search algorithms in Google Scholar and EconLit, looking at climate change publications of already-included authors, and including studies cited in up-to-date meta-analyses of the SCC and climate impacts.
Given the informal portion of both searches, we cannot determine exactly which papers were identified for review by these differing search methods. By design, both NM and HS include all Tol (2014) papers in their respective data pools. However, remaining differences in their formal and informal search processes likely lead to different study pools from which to select relevant data. Using the search criteria provided by Nordhaus for EconLit, we can identify several papers in HS that must have been in the NM pool (and were later dropped) via the formal process: Ackerman et al.’s (2012) application of the Hanemann (2008) and Weitzman (2012) impact estimates and an early version of the MERGE model (Manne et al. 1995). Additionally, certain important papers in the HS pool—including Hanemann (2008), Dell et al. (2012), Weitzman (2012), Nordhaus (2014), and Burke et al. (2015)—were likely included in the NM pool (and later dropped) via the informal process because of the prominence of the papers and authors in the literature. Several other papers in HS appear not to be in the NM pool: Meyer and Cooper (1995), Schauer (1995), Horowitz (2009), Bluendorf et al. (2010), Ng and Zhao (2011), and Howard and Sylvan (2015); several of these are from the gray literature. Similarly, using the HS search criteria, we can identify all estimates in NM that were in the HS pool (and were later dropped) via the formal process: Cline (1992); Kemfert (2002), Nordhaus (2010), Dellink et al. (2014), and Hambel et al. (2015). Given the wide net cast by the HS search algorithm using Google Scholar, the lesser-known studies were analyzed for relevance relatively quickly in the selection process.

Like the search process, the selection criteria slightly differed between the two studies, leading to only partially overlapping data sets; see Table SM.1 in the online Supplementary Material. NM applies a broad selection criterion that studies must supply an estimate of the “global impacts of climate change” and then applies weights to these estimates. Because this wide criterion includes willingness-to-pay and willingness-to-accept estimates and output (usually GDP) and consumption-based estimates, it is unclear how any studies selected by HS, if in the NM pool, would have been rejected. Likely several were screened out by NM, which implicitly assigned a weight of zero to these estimates, including all those drawn from time-panel (“weather”) studies (Dell et al. 2012; Burke et al. 2015) and scientific studies (Weitzman 2012; Nordhaus 2014), based on their perceived low quality.

Despite casting a wide net in the search process, HS applies narrower selection criteria: estimates must capture “global willingness to pay to avoid climate change measured as a percentage of global GDP” and must not be duplicates (i.e., superseded, derivative, updated, or multiples), must not arbitrarily cap damages based on author

---

2 Additionally, NM appears to reference indirectly the work of Dell et al. (2012) and Burke et al. (2015): “our opinion is that studies relating current incomes to ... weather provide little information about long-run impacts of climate change, so these receive a low weight.”

3 Some of the papers in this gray literature have been published since 2017, including Howard and Sylvan (2020).
discretion, and must not fail to address omitted variable bias in statistical contexts.\textsuperscript{4} Based on these selection criteria, none of the studies added through the NM research synthesis (Cline 1992; Nordhaus 2010, Dellink 2012, Kemfert 2001, and Hambel et al. 2015) would be included in HS because of their duplication, geographic extent (e.g., Cline 1992), and omitted data (e.g., Hambel et al. 2015, 2021); it appears that Cline’s (1992) US damage estimates should also be excluded from NM as well, based on the global selection criterion.\textsuperscript{5} From Tol (2009), HS also drops three compensating surplus estimates by Maddison and Rehdanz that capture only nonmarket effects (Maddison 2003; Rehdanz and Maddison 2005; Maddison and Rehdanz 2011) because they are not strictly willingness-to-pay estimates. Partially because of its differing treatment of duplicate estimates, NM has more damage estimates (36 estimates from 27 studies) than HS (26 estimates from 20 studies).

The two papers also take different approaches to weighting; see Table 1. To address lower informational content from duplication and poor quality, NM uses weights to focus the meta-analysis on the latest version of independent studies that apply “appropriate” estimation methods. To studies that do not meet these criteria (i.e., they are superseded or derivative or they apply poor methods), the authors assign a 10 percent weight.\textsuperscript{6} Though no specific time element is discussed, earlier and updated versions of studies are assigned a weight of 25 percent, versus a 0 percent weight for outdated studies and a 10 percent weight for “superseded” studies. Weights are assigned to multiple estimates from the same study such that they sum to one, with greater weight placed on less speculative and central estimates. In contrast, HS down-weights estimates by the inverse of their temperature change (as a proxy for estimate precision) to address heteroskedasticity, and drops (i.e., assigns a weight of zero to) estimates greater than 4\textdegree C in their preferred specification to address their speculative nature (implicitly, HS assumes that a strong nonlinearity arises above 4\textdegree C in the level of damage uncertainty, causing the fixed effects weight to collapse to zero).\textsuperscript{7} Inevitably, the application of explicit weights interjects an element of subjectivity into both studies, as noted by NM, though such subjectivity or judgment is also present in the search and selection steps (e.g., the decision to drop a study could be seen as an implicit weight of zero).

After implementing the above three steps, the two studies have different data sets; see Table 2. Most notably, the ratio of damages to temperature increase is higher for HS than for NM, except when duplicates are dropped and weights applied to both data

\textsuperscript{4} Duplication plagues earlier meta-analysis of climate damages; see Figure 2 in HS for an example.

\textsuperscript{5} See Section SM.2 in the Supplementary Material for further discussion.

\textsuperscript{6} NM do not explain their reason for selecting the magnitude of their weights.

\textsuperscript{7} NM also drop estimates based on temperature criteria in their sensitivity analysis to address outliers, though not in their preferred specification.
sets. Because the methodological variables are only slightly different, this difference is likely driven by the types of estimation methodologies and studies included and favored in the underlying data set. In particular, the NM data set is heavily weighted toward enumerative estimates, which, together with computable general equilibrium (CGE) models receive 76 percent of the weight in NM’s preferred specification, compared with 30 percent in HS. Instead, the other three general estimation methodologies receive more weight in HS, including statistical studies, which receive the bulk of the weight, and natural science-based (“scientific”) estimates, which receive zero weight in NM.

The NM and HS weights also place different emphases on established authors. NM’s preferred specification places 90 percent of its weight on estimates from Yale or the University College of London groups (see Tol 2009), compared with 40 percent in HS. Specifically, Nordhaus’s own estimates receive almost 40 percent of the weight in NM, compared with only 15 percent in HS. Nordhaus, Tol, and Bosello jointly receive a 75 percent weight in NM, compared with 27 percent in HS. Finally, HS places slightly more than a quarter of the weight on the gray literature compared with NM, which includes no gray literature at all.

Weighting of estimates is an important issue in the literature: the estimation strategies are nonrandom because certain methodologies are more common, and the magnitude of effects depends on the underlying estimation methodology (Howard and Sterner 2017). Therefore, the implicit weighting of different methodologies (i.e., their relative weights in a summary) may greatly determine the results. Like estimation strategies, publication in high-ranking journals is not random: established authors’ studies are more likely to be published, and outlier estimates less so (i.e., publication bias). Thus, more established authors using older methods (enumerative and cross-sectional studies) have more publications. It is easy to see that NM weights more toward older studies, with an average publication year before 2006 for NM versus after 2008 for HS. However, because enumerative and CGE studies are based on earlier studies, predominately from the 1990s and early 2000s (Greenstone 2017), this understates this difference. Thus, NM implicitly and explicitly puts 82 to 98 percent of the weight

---

8 The exception is that NM includes a higher share of studies with nonmarket effects due to the inclusion of the compensating surplus estimates (Maddison 2003; Rehdanz and Maddison 2005; Maddison and Rehdanz 2011).

9 See Section SM.3 for a discuss of these estimation methodologies and their relative advantages and disadvantages.

10 This increases to 23 percent in HS with the inclusion of damage estimates above 4°C.

11 The publication of a study in a high-ranking journal is likely correlated with high quality, though not perfectly. For instance, established authors might be overrepresented in high-quality journals even after taking the high quality of their papers into account. These same authors might also rely on older, more established estimation methodologies.
on damage estimates from 2006 or earlier, versus 36 to 49 percent in HS. Therefore, meta-analysis techniques need to address other nonrandom elements that weight climate damage meta-analyses in one direction or another.

2.2 Methodological Differences

To develop their estimators, HS and NM start with different assumptions about methodological effects on the damage estimates. In Nordhaus’s initial meta-regression, Nordhaus and Sztorc (2013) ignore the hierarchical nature of meta-data and implicitly assume a true relationship between temperature and damages that varies only with temperature squared and random error. The resulting econometrics model is relatively simple:

\[ D = \alpha T^2 + \varepsilon \]

where \( D \) is a study estimate of global climate damages (measured as a percentage of global GDP), \( T \) is global average surface temperature and is assumed to be the sole factual cause of observed heterogeneity, and \( \varepsilon \) is the error term. NM essentially maintains the above model, introducing quality weights partially based on poor estimation quality in recognition that estimation methodology has a discernible effect on the relationship between temperature and damages. Even so, NM ignores the hierarchical structure of meta-analysis stemming from the uncertainty over the underlying damage estimates, as shown below.

In contrast, HS recognizes this hierarchical structure and also assumes a distribution of true temperature-damage relationships because methodological differences between studies result in estimates that capture varying portions of damages. HS develops a model that captures the methodological causes of variation, which partially stem from the variety of methods for estimating climate damages in the literature; it also captures clustering due to dependency between studies with similar authors, estimation methods, and models. Specifically, their econometric specification is

\[ D_{i,j,k} = \alpha t_{2,i,j} + \sum_k \alpha_k t_{2,i,j} X_{i,j,k} + \varepsilon_{i,j,k} \]

where \( \varepsilon_{i,j,k} = \mu_i + e_{i,j} \) and

\[ \mu_i \sim N(0, \tau^2) \text{ and } e_{i,j} \sim N(0, \sigma_{ij}^2) \]

---

12 Because a handful of studies that underlie DICE, FUND, and PAGE were published after 2006, we calculate these ranges by assigning a weight of two-thirds to one to enumerative and CGE estimates for assigning these estimates to the pre-2006 category.

13 Beyond historical precedent, both NM and HS assume a quadratic damage function to ensure that the damage function increases at an increasing rate and is relatively stable, while also preserving degrees of freedom.
where $t_2$ is global average surface temperature increase relative to the base period of the study squared, $j$ is the cluster level, and $X_{i,j,k}$ is an indicator variable equal to one if estimate $i$ is characterized by methodological factor $k$. Given the hierarchical structure, the error term ($\varepsilon$) can be subdivided into unobservable methodological differences ($\mu$) and measurement errors ($\varepsilon$) where $\tau^2$ equals damage heterogeneity unexplained by temperature squared and its interaction with observed methodological differences (residual heterogeneity or residual between study variation) and $\sigma^2_i$ is the variance underlying damage estimate $i$ (Harbord and Higgins 2008). Because HS finds that methodological controls are significant, and because estimates that capture differing climate impacts can be directly observed in their construction, the HS model does not collapse to the NM model.

Specifying different econometric models leads to the selection of different estimators. Based on its simple model, NM uses weighted least squares and weighted median regression (to address outliers), with weights solely designed to address duplication and methodological quality. However, in addition to the issue of omitted variable bias, Expression (2) highlights that the resulting coefficient estimates in the NM model are likely to be inconsistent and inefficient and the corresponding standard errors are biased by the common issues of heteroskedasticity and dependent errors. To address heteroskedasticity, Howard and Sterner (2017) apply the standard fixed effects estimators—a version of weighted least squares where the precision-based weights are $\frac{1}{\sigma_{ik}^2}$ (US EPA 2006; Nelson and Kennedy 2009; Stanley et al. 2013). Implicitly, HS assumes that $\tau = 0$, implying that the fixed effects model is the best linear unbiased estimator, since otherwise the random effects estimator—a version of weighted least squares where the precision-based weights are $\frac{1}{\sigma_{ik}^2 + \tau^2}$—is traditionally preferred. This assumption is necessary because $\sigma_i^2$ is observable for only a handful of the underlying studies. HS instead runs the fixed effects model, adopting the inverse of the temperature change applied in the underlying study as a proxy measurement of the precision weights (i.e., $t^{-1} \approx \frac{1}{\sigma_{ik}^2}$).

HS finds that the methodological controls are significant implying that NM suffers from omitted variable bias. In fact, NM’s failure to include methodological controls partially explains NM’s flatter relationship between temperature change and climate damages.

---

14 In HS, Howard and Sterner cluster at the model level, which is defined by the damage estimation method and primary author.

15 Due to the sample size in NM, lost consistency and efficiency is particularly problematic for the resulting estimates.

16 The implicit assumption that $\tau=0$ is also reasonable given that HS controls for the main methodological differences between studies, such that residual heterogeneity should be small.

17 This is similar to the standard strategy of using the number of observations in each study to proxy for inverse variance, as variance declines with the number of observations (Nelson and Kennedy 2009).

18 These results are stable to a variety of robustness checks, including dropping potential outliers (above 4°C) and outlier-robust estimators.
Specifying different econometric models, particularly the inclusion of methodological controls, also leads to multiple measurements of climate damages. In Expression (1), NM does not address the fact that climate studies differ in the climate impacts they capture, such that NM treats each climate damage estimate as a random draw from the same distribution. However, this is not accurate; various estimation strategies capture differing types of climate impacts. Although almost all climate studies capture direct effects of climate change on market sectors, only certain empirical methodologies for estimating climate damage can capture productivity effects (statistical and CGE estimates), nonmarket impacts (enumerative, survey, statistical, and scientific), and catastrophic risk premiums (enumerative and scientific)\textsuperscript{19}; see Section SM.3 in the Supplementary Material for further discussion. In contrast, HS includes $X_{t,i,j,k}$ as a set of indicator variables equal to one if estimate $i$ includes only market effects, includes catastrophic impacts, accounts for productivity (i.e., market effects via productivity shocks), and corresponds to a cross-sectional estimate without country fixed effects. Specifically, the HS model is

$$D_{t,i,j} = \alpha_{2i,j} + \alpha_1 mkt_{t2i,j} + \alpha_2 cat_{t2i,j} + \alpha_3 prod_{t2i,j} + \alpha_4 cross_{i,j} + \epsilon_{i,j,k}$$

where $\alpha$ is the direct market and nonmarket effects of climate change; $\alpha + \alpha_1$ is the nonmarket effects; $\alpha_2$ captures the catastrophic impacts; and $\alpha_3$ captures the productivity consequences of climate change. Accordingly, HS captures four measurements of climate damages: noncatastrophic ($\alpha$), total ($\alpha + \alpha_2$); noncatastrophic, including productivity shocks ($\alpha + \alpha_3$), and total, including productivity shocks ($\alpha + \alpha_2 + \alpha_3$).

\textsuperscript{19} Only the statistical studies using time-panel data capture productivity effects, and only cross-sectional studies using happiness as the endogenous variable and the household production function approaches capture nonmarket effects. In fact, these happiness and household production function studies are the only studies that do not capture market effects of climate change, and they are excluded from HS because they are not willingness-to-pay estimates.
3. Analyzing Regression Differences

In this section, we formally analyze the exact cause of the discrepancy between the HS and NM meta-regression results. We start by replicating the NM results using the HS data. Specifically, we start with the HS regression using the HS data and demonstrate the step-by-step changes necessary to replicate the NM results: (1) include data above 4°C; (2) drop methodological controls and scientific estimates; (3) drop panel estimates; (4) drop estimates from the gray literature; (5) drop adjustments to temperature to account for the base period of the study and clustering; (6) add missing NM data and drop HS’s inverse temperature weights; (7) add NM weights and switch Nordhaus (1994b) and Tol (2013) to reflect NM’s reading of the estimates; and (8) adjust weights to replicate equal weighting of estimates. This is followed by an analysis of these same assumptions one by one instead of collectively for HS and NM, both with and without damage estimates above 4°C. Finally, we explore the effect of outliers.

3.1 Replication of Nordhaus and Moffat (2017)

Table 3 captures the step-by-step changes in HS’s assumptions to NM’s assumptions to replicate the NM results. Specifically, we implement each step consecutively (read cumulatively, from left to right), starting with HS’s preferred specification in Specification 0 and ending with NM’s weighted and unweighted ordinary least squares (OLS) estimates in Specifications 7 and 8, respectively; our approximations of NM’s damage estimates corresponding to Steps 7 and 8 are within –2 and 11 percent of the originals, indicating that our methodology represents a good approximation of NM.

Our successful replication highlights that NM duplicates several damage estimates. Except for importing the Kemfert (2002), Cline (1992), and compensating surplus estimates from Maddison and Rehdanz (2011), all other missing NM estimates added in Step 6 are replicated through reweighting HS papers to account for duplication in the NM study; see Table SM.1. Specifically, to account for duplicate studies that we exclude, we increased the weights on Nordhaus (2008a), Tol (2013), and Bosello and Parrado (2014) to above one, giving them values of 2.7, 1.8, and 2.5, respectively. However, we find that this duplication does not significantly affect the NM results.21

---

20 Additionally, we assign a weight of zero to any remaining published estimates cited in HS that NM excludes. As such, our version of the NM weights in Specification (7) sums exactly to 12.25, which is the same aggregate weight assigned in NM. Furthermore, when we assume equal weighting in Specification (8), we adjust the weighting to sum to 38, which is the number of observations in NM. Thus, the same relative and absolute weights hold as in NM.

21 Using our NM data set and weights, we run multiple tests for duplication bias and find little to no evidence. The lack of duplication bias in NM is likely the result of down-weighting estimates.
The primary driver of difference in this analysis is different weighting procedures. The three largest are, in order, Step 1, which includes high-temperature estimates by removing the zero weighting for estimates above 4°C in HS (this step shifts the noncatastrophic damage component to the catastrophic damage component); Step 7 of applying the NM weights; and Step 3, which drops all time-panel estimates (which is equivalent to NM’s 0 percent implicit weighting of “weather” studies). To put these changes in perspective, switching from weighted OLS regression (Specification 7) to a median regression in NM decreases the estimate results by only 15 percent, whereas all three changes far exceed this effect in percentage terms. Surprisingly, controlling for methodological variables (i.e., Step 2) has little effect, though it may be partially a result of the order of changes made.

### 3.2 One-by-One Regressions Analyzing HS

To account for order of operation, we isolate the effect of each of these earlier steps (i.e., operations) in Subsection 3.1 by conducting each step separately on the HS preferred regression specification (i.e., estimates below 4°C) and all damage estimates. Using the HS data, we also conduct a similar analysis removing each control variable from the preferred HS specifications. Finally, we conduct a similar order-of-operations analysis on the NM analysis, though this is more limited. See Tables SM3–5 in the Supplementary Material.

The regressions using the HS data further highlight the importance of weights, since including damage estimates above 4°C and including NM weights still significantly affect the results (as discussed above), along with dropping the HS weights. However, excluding time-panel data now affects only the coefficient corresponding to productivity, since control variables are still included in the regression. In contrast, removing control variables, in particular the control variables for market-only effects and catastrophic impacts, now greatly affects the damage estimate as captured by the coefficient corresponding to temperature squared (our primary variable of interest that captures direct market and nonmarket damages). Because the catastrophic variable absorbs much of the high-impact estimates, the inclusion of science-based estimates is not driving the difference between HS and NM.22

Using the NM data, we conduct a similar analysis focusing on the two main assumptions: weights and control variables. However, since the NM, HS, and the above analyses show that global damage meta-regressions are relatively robust to individual modeling changes, we apply individual and multiple modeling changes to the NM regression, similar to Section 3.1. After removing duplicate estimates, we explore the effect of including methodological variables when dropping the sole estimate above

---

22 Dropping gray literature has a noticeable effect on damage coefficients, though HS found no evidence of publication bias.
8°C (i.e., the Cline 1992 damage estimate of 6 percent of GDP for a 10°C increase with a 10 percent quality weight), following NM, and then excluding all estimates above 4°C, following HS. Excluding the “highly speculative” Cline (1992) estimate alone increases climate change damage estimates by at least 61 percent. Excluding the three studies above 4°C further increases climate damages, even exceeding the HS estimate when control variables are included. Thus, the inclusion of control variables and the treatment of highly speculative damage estimates corresponding to high-temperature increases can be consequential.

3.3 Outliers

Both NM and HS address outlier estimates, dropping estimates based on temperature thresholds. Whereas HS drops estimates above 4°C in their preferred specification as too speculative (i.e., HS speculates that the variance of the damage estimates increases rapidly above 4°C, leading to a near-zero weight in the fixed effects estimator), NM conducts a series of runs dropping estimates below and above various temperature thresholds. In addition, HS reruns the model, dropping each estimate and study to determine its individual effect on the results. Both papers also run outlier robust estimators. Whereas NM’s preferred model is a median regression model, HS is critical of this approach because median regressions address outliers in the dependent variable space (damages), not the independent variable space (temperature). Instead, HS runs multiple outlier robust estimators, including the efficient MM-estimator. Using the above methods, HS identifies several possible outlier estimates, though they are dependent on the model specification and whether asymptotic properties hold with the small HS data set.

We rerun this analysis for NM and HS using MM-regression to identify outliers, finding that high-temperature damage estimates (≥ 4°C) are frequently outliers; see Table S6. Using the weighted NM data, we find that both Cline (1992)’s estimates at 2.5°C and 10°C and Maddison and Rehdanz (2011)’s estimate at 3.2°C are potential outliers. Using the inverse-temperature weighted HS data, we find that Weitzman (2012)’s estimate at 6°C, Burke et al. (2015)’s estimate at 4.3°C, and Howard and Sylvan (2015)’s estimate at 3°C are potential outliers. Several high-quality estimates according to the NM data are outliers only when control variables are included, including Nordhaus (1994b)’s estimates at 3°C and 6°C and Fankhauser (1995)’s

---

23 It is unclear why NM test sensitivity to low and high temperatures, since high-temperature estimates are clearly more speculative.

24 NM address this shortcoming through combining their median regression model with temperature thresholds.


26 We include the weights as probability weights instead of analytical weights because of the limitations of robreg.
estimate at 2.5°C,\(^{27}\) while this is also true for Nordhaus (2014)’s 3°C estimate for a strictly binding 2°C target and Meyer and Cooper (1995)’s 3°C estimate when controls are included. From these results, we can see that speculative high temperature damage estimates (≥ 4°C) and less frequently used estimation methodologies (scientific-based, survey, and time-panel data) tend to be outliers. Using the MM-estimator, the NM and HS results are relatively robust to outliers. While our NM results are equivalent to NM’s preferred median regression, we find that accounting for outliers in the HS model mostly just shifts impacts from non-catastrophic (decreasing by -27% to -32%) to catastrophic (increasing by 4% to 38%), such that total impacts decline only slightly (by -12% to -14%) when using the HS data. Even when addressing outliers, the HS estimates are generally higher than the NM estimates, particularly when HS drops high-temperature damage estimates and/or accounts for catastrophic impacts, though the disparity is not as wide. Even so, care should be taken when interpreting these results, since outlier status appears related to the potential informational content of data and dependent on identifying and selecting all relevant data.\(^{28}\)

Like most of the sensitivity analysis in HS, including speculative high-temperature estimates (above 4°C) and addressing outliers shifts noncatastrophic impacts to catastrophic. However, this result is partially driven by the general classification of damage estimates as catastrophic in HS, combining risk premiums, catastrophically high temperatures, and catastrophically high draws from the underlying damage distribution. Narrowing the definition of catastrophic to reflect solely the economic concept of risk or insurance premium corresponding to catastrophic risk, as applied by Nordhaus (2019) in DICE, changes the indicator variable for catastrophic impacts. Whereas DICE-1999 and DICE-2008 explicitly include a risk premium and Nordhaus’s (2014) scientific damage estimates are clearly based on scientific concerns of triggering tipping points from crossing the threshold of 2°C (i.e., they reflect a risk or insurance premium), Weitzman’s (2012) estimates are catastrophic in the sense that losses are large from experiencing high temperatures. Since the Weitzman estimates are based on Sherwood and Humber’s (2010) work on the limits of the human respiratory system globally, Weitzman’s 6°C estimate should be weighted less than his 12°C estimate, which is more soundly based in science. Similarly, Meyer and Cooper’s (1995) willingness-to-pay estimate was classified by HS as catastrophic based on Fankhauser’s and Tol’s criticism of their malnutrition estimate as excessively high (i.e., catastrophic draw from the damage distribution), though this estimate should instead be down-weighted to represent its poor quality, in addition to being reclassified as noncatastrophic. After adjusting the catastrophic classification of Weitzman (2012) and Meyer and Cooper (1995) and down-weighting the poorer-quality estimates (see

\(^{27}\) In the NM dataset, Kemfert’s (2002) estimate for a 0.3°C increase is also an outlier when controls are included.

\(^{28}\) Specifically, high-temperature damage estimates and less frequently applied methodologies provide more information and are frequently identified as outliers. Furthermore, Nordhaus (1994b) is not an outlier in the HS data set but is in the NM data set, indicating the importance of data context.
Table SM.7), HS’s damage estimates become insensitive to the inclusion of damage estimates above 4°C, though the pattern of shifting from noncatastrophic to catastrophic impacts continues for the robust estimator (along with a decline in total damages overall). Whether to define catastrophic in more general or more narrow terms is relatively subjective: both definitions are acceptable if the assumption is transparent, though this newer definition is more relevant in the context of deterministic runs in DICE.

### 3.4 Takeaways

From the above analysis, we can see that the HS and NM results differ for both objective and subjective reasons. In the former category, we found that the inclusion of methodological control variables, in particular the inclusion of the market-only and catastrophic control variables, can affect the results. Additionally, the use of a weight to address heteroskedasticity (i.e., an inverse temperature weight) further deemphasizes speculative and highly uncertain high-temperature estimates (≥ 4°C), which tend to be outliers. This down-weighting is critical because the meta-regression results are sensitive to these outliers in the temperature space, such as the 10°C estimates from Cline (1992).

In the latter category, we found that the selection of damage estimates and choice of quality weights greatly affect the results, partially by assigning implicit weights to the various estimation strategies employed in the climate damage literature. For example, NM’s weights fall almost completely on the enumerative and CGE methods (and estimates by established authors) and less so on other identification methodologies weighted more by HS (scientific, statistical, and survey). Consequently, HS results are nearly identical to NM when we simply weight HS’s enumerative and CGE methodology specific estimates (i.e., 0.212 for enumerative only and 0.151 for CGE only) by the corresponding NM weights: 0.196 compared with 0.173. This is problematic because the number of estimates from each method is nonrandom, and the temperature-damage relationship differs by the estimation methodology (see Tables C9 and C10 in HS). This also raises concerns about outlier robust estimators, since these estimators may be simply dropping estimates using more recent techniques underrepresented in the data set. However, the inclusion of scientific and time-panel estimation methodologies by HS, which are excluded from NM, is not driving the difference between the studies, partially because of the inclusion of control variables by HS (Howard and Sterner 2017). Even so, the definition of catastrophic drives the disparity between the HS estimates that exclude and include damage estimates above 4°C.
4. Improving Meta-Analysis: Addressing Methodological and Data Discrepancies

The results in Section 3 show the objective (i.e., methodological) and subjective (i.e., data search, selection, and imputation and quality weight) reasons for the difference between the HS and NM results. In this section, we focus on the data search, selection, and entry discrepancies and methodological assumptions from HS and NM; we leave quality weighting to the following section, to introduce new concepts.

In data assembly, some level of subjectivity is inevitable. Therefore, analysts should try to minimize it by formalizing processes and, where those processes cannot effectively reduce subjective bias, by employing transparency, consistency, and sensitivity analysis. This is true to a lesser extent with methodological decisions, though transparency and sensitivity analysis are still best practices to ensure the robustness of findings. In this section, in making our preferred data and modeling decisions, we err on the side of Nordhaus on subjective assumptions to avoid driving our modeling results toward HS.

One way to reduce subjectivity in meta-regressions is to apply formal techniques to data search methods. For example, NM attempts to implement an SRS, but as the authors note, the diffuse nature of the climate change field makes a formal search process difficult: studies estimate different effects, apply different estimation methods and identification techniques, and measure social consequences differently. A potential solution employed by both NM and HS is to combine an informal process with a formal one subject to rigorous documentation. However, subjective decisionmaking nevertheless enters the search process, leading to substantially different data sets. Future work should engage with data scientists to improve the formal search process and ensure a balance between screening out irrelevant studies and capturing relevant work. Since this is beyond our scope here, we combine the NM and HS data sets to construct our data pool.

Given also the potential subjective bias in the selection and data entry processes, researchers must be transparent and document their decisions. Researchers must determine their selection and data entry criteria a priori to reduce bias (Howard and Sterner 2017), implement their selection and data entry procedures rigorously, and document difficult decisions. Because of the subjective element of these criteria themselves, researchers should conduct sensitivity analysis when multiple assumptions can be justified.

Consistent with those best practices for selection, we use the NM criterion of all global damage estimates. Deviating from NM, however, we follow HS in dropping duplicate
estimates—the methodologically correct approach, in our opinion. It is also difficult to determine whether NM and HS captured all earlier and superseded versions of the models in their data sets (Howard and Sylvan 2017). Rigorously implementing the NM selection criteria, we include all relevant HS data and include all compensating surplus nonmarket damage estimates from Maddison and Rehdanz (2011) excluded in HS, and Kemfert (2002) from NM. Critically, we exclude all duplicate data and US-only estimates, including Cline (1992). We conduct sensitivity analysis for the treatment of duplicate estimates, the focus on willingness-to-pay studies, and the cutoff on what makes a global versus domestic estimate.

For data entry, we mostly follow the HS definitions, since NM did not categorize the types of climate impacts captured by each damage estimate. However, we make two exceptions differing from HS, regarding the definition of catastrophic impacts and estimate quality. Moving forward, we adopt the narrower definition of catastrophic impacts as risk or insurance premium (discussed in Section 3.3). In our opinion, this is the appropriate definition for applying the resulting damage function in a deterministic integrated assessment model (IAM), like DICE.29 Because HS does not assign estimate quality, except to implicitly assign weights of 0 percent to estimates exceeding 4°C, we adopt NM’s definition of poor quality, including for happiness and weather-based damage estimates (in this section) despite our differing opinion, and their decision to weight poor-quality estimates at 10 percent. For data not considered by NM, we categorize them ourselves. Based on our earlier discussion, we categorize Meyer and Cooper (1995) as poor quality. Additionally, although we assign 100 percent weight to the scientific studies (Nordhaus 2014; Weitzman 2012), each of which produces two damage estimates, we assign a weight of 90 percent to the more scientifically sound estimate and 10 percent to the other.30 We conduct sensitivity analysis for the definitions of “catastrophic” and “poor quality.”

Methodologically, we rely on the HS model, which we believe is objectively preferred. Thus, we include methodological variables for market-only, catastrophic, and productivity impacts, as discussed earlier. We deviate from HS’s preferred specification in that we include a compensating surplus control variable to account for differences in compensating surplus and willingness to pay. We apply the fixed effects estimator, weighting estimates by their inverse temperature, following HS. However, because we also include quality weights, we use the product of the two weights in practice. To address dependent errors, we cluster errors at the model level, following

---

29 Additionally, the HS damage estimates are robust to the exclusion of damage estimates above 4°C under this narrow definition of catastrophic (see Section 3.3).

30 Weitzman’s (2012) 6°C estimate is of lower quality than the 12°C estimate because Huber and Sherwood (2010) do not model human migration away from inhospitable locations. However, this is less of an issue for the 12°C estimate, since at this point, most of the planet is inhospitable. Nordhaus (2014) estimates climate damages if 2°C is strictly optimal or optimal with overshoot. Since most scientists appear to refer to a strictly binding target as ideal, we assume that overshoot represents a lower-quality estimate.
HS. We conduct sensitivity analysis over the control variables to include, the inclusion of inverse temperature weights, and outliers.

To summarize, we (1) combine the HS and NM data; (2) assesses whether they meet the selected NM selection criteria; (3) adopt NM’s quality weights and infer the appropriate quality weights for HS estimates based on NM’s “subjective” criteria; (4) set weights equal to zero for duplicate estimates and cap individual study weights at one; (5) address heteroskedasticity by also weighting by inverse temperature; (6) introduce methodological controls, including compensating surplus and productivity control variables to the preferred HS specification; and (7) cluster standard errors at the model level.

Our preferred estimate implies a GDP loss of 6.7 to 8.3 percent for a 3°C increase, depending on the treatment of catastrophic risks; see Specification (1) in Table 4. Because the DICE damage function should include an insurance premium (Nordhaus 2019), the appropriate estimate for calibrating the DICE damage function should be on the higher end, close to 8.3 percent. Accounting for productivity effects further increases noncatastrophic and total damages to 8.8 to 10.4 percent of GDP, respectively, since productivity effects are three times larger than the direct market effects of climate change. Despite leaning into the NM selection criteria and weights, we find that the resulting damage estimates are very similar to HS.

These preferred results are relatively robust to data selection (treatment of duplicate and compensating surplus estimates, definition of global damages), data entry (definition of catastrophic and quality), and methodological assumptions (inclusion of control variables and the use of the fixed effects model), particularly total damages that combine the noncatastrophic impacts and catastrophic risks of climate change; see Table SM.8 in the Supplementary Material. Specifically, despite some variation by assumptions (most notably for data entry), we find that the estimates always exceed the NM estimates, sometimes reaching or exceeding the HS noncatastrophic damage estimates of 6.7 to 8.0 percent and total damages of 9.0 to 10.3 percent for a 3°C increase, based on the specific modeling assumptions. As theorized, we note that dropping compensating surplus estimates has no effect on the results because of the inclusion of a compensating surplus control variable, such that we drop climate damage estimates from Maddison (2003) and Maddison and Rehdanz (2011) in the following section. For an in-depth discussion of the sensitivity analysis, see Section SM.4 of the Supplementary Material.
5. Addressing Subjectivity in Weights

Thus far, we have demonstrated that objective and subjective decisions drive the differences in meta-regression results between HS and NM. Moreover, if we combine the standard meta-regression techniques laid out in HS, including controlling for methodological variables and using a fixed effects model, with the subjective assumptions in NM, including selection criteria and quality weights, we find that our preferred estimate matches HS quite closely. To address subjectivity in the selection criteria and data entry, we conducted sensitivity analysis to these assumptions, finding that total climate damages are relatively robust, though the range of outcomes is wide, with some estimates above and others below the HS estimate. However, all estimates exceed NM. Up to this point, we simply adopted NM’s quality weights and extrapolated them to the HS estimates (not in NM) using Table 1 as a guide, despite the clear subjective judgment in the NM specification.

To limit the subjective nature of weights, this section develops a series of weighting rules for the climate damage context. We then apply our weights using two methodologies: (1) the quality effects estimator (Doi et al. 2015), and (2) the fixed effects estimator, where we explicitly control for the various weight components. A priori, updating the weights can shift the final estimate in any direction.31 Using our preferred weighting rules and estimator, we find that quality weights have little effect on the coefficient corresponding to $t_2$ (in other words, direct noncatastrophic climate impacts), though the effect on productivity and catastrophic impacts is more uncertain.

5.1 Developing Objective Components of Weights

To reduce subjective bias, it is important to consider all the properties that estimate weights should have a priori. One way to achieve this objectivity is to develop a set of weighting rules ($\omega_{i,rule}$) and determine which components of these rules require subjective judgment. With weighting rules and transparency in the underlying decisions of those weights, it is easier for analysts and reviewers to explore the reasonableness of the underlying assumptions and to conduct sensitivity analyses. Below, we discuss several weighting rules that have been implicitly or explicitly applied in the climate impact meta-analysis literature. We also develop several additional weighting rules.

First, because of the common issue of heteroskedasticity, it is important to weight estimates based on their level of precision. In the case of statistical and survey

31 On the one hand, if we followed the NM’s implicit weighting of estimation methodologies to its logical conclusion of focusing solely on enumerative estimates, we would produce a damage estimate lower than HS and more similar to NM. Other the other hand, we could place weights solely on the science-based and survey methods, producing an even higher estimate.
estimates, analysts ideally use the reported standard errors or the number of observations as measurements of precision (Nelson and Kennedy 2009; Stanley et al. 2013). However, in the case of global climate damage estimates, these statistics are often unavailable. Instead, HS applies inverse temperature as a proxy variable for standard errors. Implicitly, HS assumes that the variance of a damage estimate is linear in temperatures up to 4°C and then infinite thereafter, such that the weight drops to 0 percent. An alternative approach is to leverage the limited number of standard deviation estimates to estimate the appropriate functional form (Tol 2009). Taking this empirical approach moving forward, we estimate that damage variance is a quadratic function of temperature \( \sigma^2_t = 6.8 \times t_i^2 \), instead of a linear function, based on statistical fit and precedence (Tol 2009). Using this relationship, we then extrapolate damage variances for all damage estimates to use in our preferred specification for weights \( \omega_{i, \text{heteroskedasticity}} = \frac{1}{\sigma^2_t} \). We conduct sensitivity analysis and confirm that damage variance increases rapidly above 3.5°C nonlinearity (see Figure 2) and that a quartic function also performs well; see Section SM.5 in the Supplementary Material for further discussion.

Second, it seems logical that estimates should be down-weighted based on their age as well as on temperature. As time passes, the climate and scenario information underlying a study becomes outdated. However, the appropriate functional form for the age-specific weight \( \omega_{i, \text{age}} = g(Age_i) \) is unclear because data are not available, as they are for heteroskedasticity. Therefore, judgment with respect to the functional form is necessary. An alternative is to include years since publication as a control variable in the regression analyses (Howard and Sterner 2017).

Third, multiple estimates per study weights \( \omega_{i, \text{study}} \) should sum to one within a study before down-weighting for study characteristics like temperature and age (Nordhaus and Moffat 2017; Howard and Sterner 2017, appendix). In other words, \( \sum_{i \in s} \omega_{i, s} = 1 \) for all estimates \( i \) in study \( s \). With a small sample size, authors should select one estimate per study unless the estimates are truly independent (i.e., they should not include virtually the same estimate extrapolated to multiple temperature levels) (Howard and Sterner 2017). Subjectivity enters the processes when the analyst attempts to determine the relative weights of estimates within a study. If the estimates are truly independent, then equal weighting is likely the least biased approach (e.g., Nordhaus 1994b; Howard and Sylvan 2015). This approach is less satisfactory when one estimate has stronger theoretical and/or empirical grounding than the other (e.g., Cline 1992; Nordhaus 2014; Weitzman 2012). If an inverse temperature weight is also applied by the analyst, care should be taken to avoid double-penalizing the more speculative estimate if its speculative nature is partially the result of its higher temperature (e.g., Cline’s 1992 damage estimate at 10°C).

Fourth, like older studies, papers that are duplicate estimates should be down-weighted to account for their lower informational content (i.e., assigned a weight \( \omega_{i, \text{duplication}} \)). As noted in HS, updated estimates by an author using the identical estimation strategy employed in an earlier study should be interpreted as an update, not an independent estimate. Similarly, papers that adopt the damages of another...
study are derivative estimates and provide little to no new information. However, these weighting issues become even more complicated because of the overlapping nature of most climate research in the economic field. Enumerative damage estimates are often used to calibrate CGE models, but the latter estimates can capture productivity effect excluded from the former (see previous discussion of the independence of the productivity variable). Clearly, the informational content is not full, but the exact value is unclear. Similarly, how much additional information is provided by studies using the same underlying data (e.g., Ng and Zhao 2011 and Nordhaus 2006, 2008b, all of which use the G-ECON data set) or models (e.g., GTAP is the basis of virtually all CGE estimates, and Hanemann 2008 modifies Nordhaus and Boyer 2000). Analysts’ opinion on information overlap is required to determine the weight of related estimates, introducing subjectivity into this process; see Table 1 for a comparison of the HS and NM approaches.

Fifth, a paper should be down-weighted for having a poor identification strategy (i.e., assigned a weight \( \omega_{i,\text{quality}} \)). Although there can be some subjectivity in the determination of papers that have poor identification strategies—an analyst may prefer experiments to instrumental variables or have a strong opinion on the quality of weather-based damage estimates—it is generally clear within an estimation method which strategies are stronger. This type of weighting applies most readily to statistical studies where the strength of identification strategies may differ across studies. Even so, it is unclear how much information is provided by a poor estimate relative to a good estimate (i.e., the penalty function is unknown), such that the selection of weight introduces additional subjectivity. In the previous section, we assigned a weight of 10 percent following NM. Critically, a determination of low quality should be independent of other weight components (e.g., age and temperature) and methodological controls. If an estimate’s poor identification strategy is partially or fully addressed by the application of methodological controls, such as the inclusion of the indicator variable cross in HS to control for the common problem of omitted variable bias in cross-sectional studies, then analysts should no longer include it as a control variable or should no longer consider this issue as part of the weight.

Last, analysts should weight estimation methodologies to reflect their relative information content. Previous meta-analyses of climate damages implicitly weight estimation methodologies to reflect the combined effect of nonrandom selection of estimation methods and the assignment of methodological quality (via estimate-specific quality weights). In the previous section, the enumerative method is strongly favored because it is the estimation method used in approximately 37 percent of damage estimates. To avoid the implicit weighting of methodologies, we separate the weighting of estimates within an estimation strategy (i.e., the above weight components) from the weights given to estimation strategies overall. We then split the methodological (or estimation strategy) weight into two components: (1) accounting for the number of studies \( s \) applying a particular estimation methodology \( m \) to account for the overlapping nature of these estimates \( (\omega_{i,s,m}) \); and (2) accounting for the subjective quality of the estimation method \( m \) \( (\omega_{i,m,\text{quality}}) \). The former part of the methodological weight \( \omega_{i,s,m} \) is necessary because the marginal information
content of an additional study depends on its estimation methodologies’ proportional representation in the data set, while the latter component \( \omega_{i,m,quality} \) assesses the overall quality of the methodology for providing information. To be consistent with our weighting of multiple estimates per study, such that the study weights sum to one, the weights within methodologies should sum to one.

The final objective weight is

\[
W_i = \prod_{r} \omega_{i,r} = \left[ \omega_{i,m,quality} \times \omega_{i,s,m} \right] \omega_{i,quality} \times \omega_{i,duplication} \times g(Age_i) \times \omega_{i,s} \frac{1}{\sigma_i^2}
\]

subject to \( \sum_{s,m} \omega_{i,s,m} = 1 \) and \( \sum_{i,s} \omega_{i,s} = 1 \).

Note that the second bracketed term is consistent with the weight specification in NM, which we will refer to as the estimate-specific component of the weight, and \( \frac{1}{\sigma_i^2} \) is consistent with the fixed effects estimator in HS, such that we are introducing the methodology-specific weight only in the first bracket. For some estimators, the variance weight is separated from the quality weight, such that the final objective weight is \( W_i \sigma_i^2 \).

### 5.2 Subjective Assumptions Underlying Weights

Given the large number of subjective decisions, we specify a base specification and then conduct a sensitivity analysis. Our preferred specification for total estimate weight is

\[
W_i = \left[ \omega_{i,m,quality} \times \omega_{i,s,m} \right] \omega_{i,quality} \times \omega_{i,duplication} \times \frac{[\text{Year}_{21} - \text{Year}_{1993}]}{[\text{Year}_{2021} - \text{Year}_{1993}]} \times \omega_{i,s} \frac{1}{\sigma_i^2} \frac{\sigma_{i,m} \times \beta_{i,s}}{\sigma_i^2}.
\]

For the estimate \( i \)'s specific part of the weight \( \beta_{i,s} \), we assume the following: \( \omega_{i,duplication} \) is 1 if an independent estimate and 0 if duplicate; \( \omega_{i,quality} \) is 1 if good quality and 10 percent if low quality, following NM; \( \omega_{i,s} = \frac{1}{n_{i,s}} \) where \( n_{i,s} \) is the number of independent estimates in study \( s \) unless one estimate is clearly methodologically superior, such that it is assigned 90 percent (applies only to scientific methodology, as discussed above); and where the age adjustments are linear, such that every seven years (when a new IPCC document is published) the weight is reduced by 25 percent (and thus the weight equals 0 for studies before 1994).\(^{32}\) However, given the agnostic

---

\(^{32}\) As a proxy for quality, estimates should not be weighted based solely on an author’s experience or a study’s number of citations. As demonstrated in the expert elicitation literature, weighting estimates by these factors does not improve predictive ability (Cooke et
view of weather-based studies in HS, we weight these studies at 50 percent to account for the ongoing debate underlying this methodology. Because cross-sectional studies are classified as low quality, we exclude the cross-sectional control.

For the methodology m’s component of the weight \( \alpha_{i,m} \), we make two assumptions. First, we assume equal weighting of methodologies in terms of quality (i.e., \( \omega_{i,m,quality} = 1 \forall m \)), based on the principle of insufficient reason, since we lack sufficient data to determine the appropriate methodological weights (Ho et al. 2019). Second, we assume that our weighting of multiple studies per method \( \omega_{i,s,m} \) should be consistent with our weighting of multiple estimates per study. However, because we combine equal weighting and relative weights (for scientific studies) above, we take two approaches: \( \omega_{i,s,m} = \frac{1}{N_{i,s,m}} \) where \( N_{i,s,m} \) is the number of studies corresponding to estimation method \( m \) (henceforth equal weighting) or \( \omega_{i,s,m} = \frac{1}{\sum \beta_{i,s}} \) where \( \beta_{i,s} \) is the estimate-specific component of the weight, such that estimate-specific weights sum to one within a methodology (henceforth proportional weighting).

5.3 Quality Effects Estimator

As discussed in Section 2.2, to address the hierarchical structure of meta-analysis, weighted least squares is the workhorse estimator. Specifically, the random effects (RE) estimator applies where the weight equals \( w_i = \frac{1}{\sigma_i^2 + \tau^2} \) because of its efficiency when \( \tau^2 > 0 \) in Expression (2). Despite the efficiency of the fixed effects (FE) estimator \( w_i = \frac{1}{\sigma_i^2} \) when there are sufficient controls for methodological and population differences (i.e., \( \tau^2 = 0 \)), RE is often used by default because the test for heterogeneity is inconclusive and FE is inefficient with even small amounts of unexplained between-study variation (Doi and Thalib 2008). However, in a series of papers Dr. Suhail Doi, a clinical epidemiologist, questions the default nature of the RE model with respect to the FE model and more generally. Critically, the RE estimator is unsatisfactory because between-study variation is not random in nature: it arises from uncontrolled methodological or population differences, such that the homogeneous adjustment to the denominator of the RE weights \( \tau^2 \) to address a problem of nonrandom heterogeneity is better addressed by estimate-specific adjustments \( \tau_i^2 \) (Doi and Thalib 2008, 2009; Stone et al. 2020). In economics, including additional methodological controls and using FE are the standard solution, though analysts are often unable to apply this approach because of an insufficient number of studies (to avoid spurious findings, the rule of thumb is 10 studies per covariate; Gagnier et al. 2012; Higgins et al. 2020), lack of the necessary data, difficulty in defining variables, or unclear pathways of causation (Thompson and Higgins 2002). In our context, this approach is undesirable because we already have fewer than 10 studies per covariate, even after dropping the

---

\[ \text{al. 2008, 2021.} \] This issue is compounded by the existing problem that more established academics already have more published damage estimates often favoring a specific strategy, and this could bias the resulting estimates if duplication is not sufficiently addressed.

\[ 33 \text{This latter method ensures that estimate-specific weights affect only the relative weight of the estimate within its corresponding methodology.} \]
cross-sectional control and excluding compensating surplus estimates and its corresponding control variable.

In the medical sciences, an alternative is to collect information on this nonrandom heterogeneity using quality assessments, which measure the proportion of quality safeguards applied (Valentine and Cooper 2008), to proxy for the probability of an unbiased estimate. However, the quality score estimator—a method that simply uses the quality score as the weight in weighted least squares, as implemented in NM—has received scrutiny because it does not solve for biases and can even reduce estimator efficiency. This is because quality scores do not represent the direction, degree, or even the ordinal ranking of bias and are dependent on the quality scale applied (Greenland 1994; Greenland and O'Rourke 2001; Valentine 2009; Ahn and Becker 2011; da Costa et al. 2013). To address the shortcomings of the simple quality score estimator, Doi developed and refined the quality effects (QE) estimator to replace the RE estimator (Doi and Thalib 2008, 2009; Doi and Barendregt 2013; Doi et al. 2015; Stone et al. 2020). Based on several advantages of the QE, including efficiency, independence from direction or magnitude of bias, and nonreliance on the full information content of the quality score (such that it collapses to the RE estimator if weights are randomly assigned), we adopt it as our preferred estimator; see Section SM.6 in the Supplementary Material for a more in-depth discussion of the QE estimator.

5.4 Results

Using the quality effects estimator, we estimate our preferred specification with the combined NM and HS data, the HS selection criteria (i.e., dropping the compensating surplus estimates), and the equal and proportional weighting approaches; see Table 4. The results are nearly identical between equal and proportional weights, with the primary coefficient of interest corresponding to $t_2$ matching HS quite closely, such that noncatastrophic damages increase from 6.7 percent in HS to 6.9 percent after weights are applied.\(^{34}\) However, catastrophic and productivity impacts increase relative to HS, such that more expansive definitions of climate damages that include catastrophic and productivity impacts exceed the HS estimate of 10.3 percent of GDP, increasing to 16.4 to 17.3 percent.\(^{35}\)

As discussed in the previous subsection, an alternative to quality weighting is to include weighting components, specifically estimate quality and study age, as

---

\(^{34}\) The standard errors also narrow relative to HS, though this is not the result of using OE. Instead, the narrowing results from the combination of including high-temperature damage estimates and redefining the catastrophic indicator variable to exclusively refer to the risk premium concept.

\(^{35}\) Reestimating the model without a catastrophic risk premium included (see Supplementary Material, Table SM10, Specifications 5 and 6), we find that the results are robust to focusing exclusively on noncatastrophic effects where the ratio of coefficients to data is above or closer to 10 to one.
additional control variables in an extended fixed effects model.\textsuperscript{36} Estimating the fixed effects model, we find that including quality and age control variables significantly increases the coefficient corresponding to $t_2$, as lower quality estimates bias damages upward and older estimates significantly bias damages downward. Specifically, direct noncatastrophic effects increase to 11.1 percent for a 3°C increase, though productivity and catastrophic impacts decline, such that the more expansive definitions of damages remain unchanged or decline. However, care should be taken in interpreting these final fixed effects results because the ratio of estimates to coefficients is far below the recommended ratio of 10 to one.

For purposes of transparency, we conduct extensive sensitivity analysis for estimate- and methodology-specific weights for all the above estimators; see SM.8 for an in-depth discussion. Overall, our results suggest that our preferred QE estimates are highly robust to alternative subjective assumptions. This is particularly true for the primary coefficient of interest corresponding to variable $t_2$. If anything, our preferred estimator may underestimate climate damages, since we find that assuming a zero weight for estimates above 4°C (to account for the explosion of standard errors around this temperature level) and our fixed effects regression, extended to include quality and age variables, increases our coefficient corresponding to $t_2$. The coefficients corresponding to the catastrophic and panel variables are more sensitive across specifications, including whether science-based and weather-based estimates are included.

Analysts cannot escape issues of author discretion when determining weights. Authors face a variety of subjective weighting decisions, particularly on the relative weight given to estimates: the relative weight of differing methodologies (enumerative, statistical, etc.) and the functional form to employ in temperature and study age weighting. This is in addition to subjective selection decisions, like where the demarcation between regional and global damage estimate is placed, what qualifies as a duplicate or low-quality estimate, and to what extent an estimate should be down-weighted. Analysts must transparently document their \textit{a priori} decisions and their reasoning on complicated decisions. A future direction of research could employ expert elicitation to determine the consensus or central view in the literature for particular decisions to avoid basing policy recommendations on individual authors (Pindyck 2019; Howard and Sylvan 2015).

Interestingly, we find that many of the subjective decisions have little effect on direct noncatastrophic damages (i.e., the coefficient corresponding to $t_2$), implying damages of approximately 7 percent of GDP for a 3°C increase. Instead, these subjective assumptions tend to affect the coefficients corresponding to the catastrophic ($cat_{t2}$) and productivity ($prod_{t2}$) impacts, such that a wider definition of climate damages is more uncertain. Our preferred specification implies that combined direct and productivity noncatastrophic effects ($t2+prod_{t2}$) may reach 12.8 percent for a 3°C increase.

\textsuperscript{36} We reject the random effects model; see Section SM.7 for more discussion.
increase, which increases further to 15.9 percent when a catastrophic risk premium is included.

6. Conclusion

Nordhaus (2019) highlighted two contemporary damage functions estimated using meta-analysis with two completely different policy recommendations. In this paper, we show that these differences arise from different regression models and estimators, particularly Nordhaus and Moffat’s (2017) choice not to address heteroskedasticity and the partially overlapping effects captured by differing estimation methodologies, and from subjective judgments made at various steps in the data development stages: search, selection, imputation, and weighting. Adapting the latest meta-analysis techniques for the climate damages context is relatively straightforward and indicates that direct damages are between 7 and 10 percent of GDP for a 3°C increase in global average surface temperature, depending on the inclusion of productivity effects and/or a risk premium for catastrophic impacts. However, exploring alternative subjective decisions in the data selection process, including the selection of quality weights, makes an even wider range of damages possible.

To address the subjective element in meta-regression, we transparently develop quality weights and introduce the quality effects estimator from the health literature. Applying this estimator with our weights, we find that direct noncatastrophic damages from climate change are approximately 7 percent of GDP for a 3°C increase. This estimate is highly robust to a variety of subjective decisions, though focusing exclusively on estimates developed using the enumerative methodology still results in a significant decline in direct noncatastrophic damages. In contrast, the coefficients corresponding to productivity effects and the catastrophic risk premium are more sensitive to these subjective decisions, though our preferred specification implies that total climate damages could reach up to 16 percent when we factor in the more uncertain productivity effects and catastrophic risks.

To further improve meta-analyses of climate change damages, future studies need to engage more fully with the subjective decisions that analysts face when combining damage estimates. To improve the search process, future work with data scientists is necessary to refine data searches in the diffuse field of climate damages. Given the small sample size of global estimates, it is critical that researchers balance the identification of relevant studies with imprecise identification (and hence overidentification). Additional work is also necessary to develop weighting rules, potentially drawing on existing work in the medical field. In this paper, we take a first step by making transparent the implicit weighting assumptions in the literature and highlighting which components are subjective in nature; additional desirable features of estimate weights are specified.
Above all, we must all be humble in the face of the truly gigantic difficulties involved in understanding both the science of climate change and the best way of valuing future consequences. When we speak in this study of the size of certain effects, we are reflecting the extent of consensus in the current literature. The actual social changes we may face because of a changing climate are probably not knowable in a deeper sense. They will depend on very complex interactions between nature, human behavior, and policy. To some extent, time will help as we gain some knowledge of damages and the costs they impose. For example, the IPCC (2021) reported considerable progress in its latest (sixth) assessment report when it comes to assigning causal effects between climate changes and observed events. Perhaps researchers will find new and better ways to estimate damages, as exemplified by the work of the Climate Impact Lab (Carleton et al. 2020; Rode et al. 2021) and Resources for the Future (Bressler et al. 2021; Newell et al. 2021), matching similar ongoing progress made on discount rates (Li and Pizer 2021; Newell et al. in press) and socioeconomic scenarios (Ho et al. 2019; Rennert et al. 2021). However, we cannot afford to wait: future damages are likely at any date to dwarf current costs if the processes are cumulative or nonlinear or involve thresholds. We have no choice but to both undertake new studies and continue to survey the literature in a fair and objective way.
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8. Tables and Figures

Figure 1. Quadratic Climate Damage Functions in the Literature*

* The damage functions from our paper are from our preferred specification in Section 5, assuming equal weighting of studies within methods.
Figure 2. Kernel-Weighted Local Polynomial Smoothing of Standard Deviation with Respect to Temperature
<table>
<thead>
<tr>
<th>Meta-Analysis Issue</th>
<th>How Do NM Address Issue?</th>
<th>How do HS Address Issue?</th>
<th>Note</th>
<th>Econometric Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Development</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>Combination of formal SRS and informal</td>
<td>Combination of formal and informal</td>
<td>Methods are consistent</td>
<td>Inefficiency and bias (including publication bias)</td>
</tr>
<tr>
<td>Selection</td>
<td>Global impacts of climate change</td>
<td>Global willingness to pay to avoid climate change measured as percentage of global GDP</td>
<td>NM include US estimates (Cline 1992) and excludes panel estimates</td>
<td>Duplication bias</td>
</tr>
<tr>
<td>Objective Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependence</td>
<td>Not Addressed</td>
<td>Clusters standard errors at model level</td>
<td>Only HS address</td>
<td>Biased standard errors</td>
</tr>
<tr>
<td>Heteroskedasticity</td>
<td>Not Addressed</td>
<td>Inverse temperature weight as proxy for within-study variation</td>
<td>Only HS address</td>
<td>Inefficiency and biased SE</td>
</tr>
<tr>
<td>Methodological Controls</td>
<td>Not Addressed</td>
<td>Control for market-only, catastrophic, and productivity effects</td>
<td>NM also include three compensating surplus estimates that capture only nonmarket effects without sufficient control variables; HS apply general definition of catastrophic</td>
<td>Omitted variable bias</td>
</tr>
<tr>
<td>Outliers</td>
<td>Median regression and sensitivity analysis over data and weights</td>
<td>Drop estimates above 4°C and sensitivity analysis over data and estimator</td>
<td>Median regression is robust to outliers in damage space only</td>
<td>Undue influence on results</td>
</tr>
<tr>
<td>Subjective Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality</td>
<td>10% weight for poor methods</td>
<td>Cross-sectional control and sensitivity analysis</td>
<td>NM implicitly weight time-panel methods at 0%</td>
<td>Inefficiency and potential bias</td>
</tr>
<tr>
<td>Age, outdated</td>
<td>0% weight for outdated studies</td>
<td>Test whether estimates vary over time</td>
<td>NM applies to Nordhaus (1994a) and not to similarly aged papers; HS do not control for age despite its statistical significance</td>
<td>Inefficiency and potential bias</td>
</tr>
<tr>
<td>Variable*</td>
<td>HS: No selection (includes duplicates), no weights</td>
<td>HS: Selection (excludes duplicates), no weights</td>
<td>HS preferred: Selection (excludes duplicates), weights</td>
<td>NM: Selection (includes duplicates), no weights</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>D_new</td>
<td>6.08 9.45 2.19 1.91 2.03 2.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T_new</td>
<td>2.72 3.08 1.70 2.53 2.53 2.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>0.51 0.42 0.48 0.33 0.35 0.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cat</td>
<td>0.18 0.27 0.15 0.26 0.22 0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gray</td>
<td>0.22 0.19 0.27 0.03 0.01 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>12.22 13.38 14.46 12.43 12.21 9.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market</td>
<td>0.41 0.42 0.54 0.30 0.34 0.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market2</td>
<td>1.00 1.00 1.00 0.89 0.97 0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NonMarket2</td>
<td>0.59 0.58 0.46 0.70 0.66 0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity</td>
<td>0.22 0.19 0.09 0.20 0.24 0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yale</td>
<td>0.29 0.35 0.25 0.45 0.42 0.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCL</td>
<td>0.20 0.12 0.15 0.42 0.48 0.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bosello</td>
<td>0.12 0.04 0.03 0.09 0.20 0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nordhaus</td>
<td>0.20 0.23 0.15 0.34 0.39 0.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tol</td>
<td>0.06 0.04 0.08 0.16 0.15 0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enumerative</td>
<td>0.37 0.23 0.23 0.51 0.53 0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CGE</td>
<td>0.18 0.12 0.07 0.17 0.23 0.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>0.08 0.15 0.05 0.00 0.00 0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistics</td>
<td>0.27 0.31 0.47 0.26 0.16 0.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross</td>
<td>0.14 0.12 0.26 0.16 0.05 0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compensating surplus</td>
<td>0.00 0.00 0.00 0.11 0.03 0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey</td>
<td>0.10 0.19 0.17 0.05 0.08 0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* See variable definitions in Table SM.2 in the online Supplementary Material.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Preferred</th>
<th>Include data above 4°C</th>
<th>Drop methodological controls and scientific estimates</th>
<th>Drop panel estimates</th>
<th>Drop gray literature</th>
<th>Drop temperature adjustments and clustering</th>
<th>Add missing data and drop HS weights</th>
<th>Add NM weights and change Nordhaus (1994b) and Tol (2013) estimates to reflect NM</th>
<th>Unweighted version of (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VARIABLES^a</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
<th>D_new</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2_new</td>
<td></td>
<td>0.230*** (0.068)</td>
<td>0.268*** (0.076)</td>
<td>0.167*** (0.038)</td>
<td>0.113** (0.039)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>0.595** (0.190)</td>
<td>0.318** (0.102)</td>
<td>0.343*** (0.108)</td>
<td>0.249*** (0.059)</td>
<td>0.211*** (0.036)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mkt_t2</td>
<td>-0.622** (0.226)</td>
<td>-0.345* (0.156)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cat_t2</td>
<td>0.260 (0.267)</td>
<td>0.362*** (0.103)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>prod_t2</td>
<td>0.113 (0.125)</td>
<td>0.398 (0.237)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cross</td>
<td>1.700*** (0.343)</td>
<td>1.700*** (0.331)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observations</th>
<th>21</th>
<th>26</th>
<th>21</th>
<th>18</th>
<th>16</th>
<th>16</th>
<th>18</th>
<th>18</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.722</td>
<td>0.869</td>
<td>0.448</td>
<td>0.406</td>
<td>0.429</td>
<td>0.433</td>
<td>0.423</td>
<td>0.536</td>
<td>0.328</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>0.635</td>
<td>0.837</td>
<td>0.42</td>
<td>0.371</td>
<td>0.39</td>
<td>0.395</td>
<td>0.389</td>
<td>0.508</td>
<td>0.288</td>
</tr>
<tr>
<td>Likelihood</td>
<td>-44.36</td>
<td>-72.41</td>
<td>-54.3</td>
<td>-41.59</td>
<td>-34.41</td>
<td>-34.36</td>
<td>-49</td>
<td>-38.51</td>
<td>-45.2</td>
</tr>
<tr>
<td>F-statistic</td>
<td>21.95</td>
<td>776.2</td>
<td>10.14</td>
<td>17.98</td>
<td>34.05</td>
<td>11.44</td>
<td>12.46</td>
<td>19.62</td>
<td>8.293</td>
</tr>
<tr>
<td>Prob&gt;F</td>
<td>0.000</td>
<td>0.000</td>
<td>0.010</td>
<td>0.002</td>
<td>0.000</td>
<td>0.004</td>
<td>0.003</td>
<td>0.000</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Damage estimate - error relative to Nordhaus and Moffat (2017)

<table>
<thead>
<tr>
<th>Estimate at 3°C</th>
<th>6.69%</th>
<th>3.58%</th>
<th>3.86%</th>
<th>2.80%</th>
<th>2.37%</th>
<th>2.59%</th>
<th>3.02%</th>
<th>1.88%</th>
<th>1.27%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate at 6°C</td>
<td>26.78%</td>
<td>14.31%</td>
<td>15.44%</td>
<td>11.21%</td>
<td>9.50%</td>
<td>10.35%</td>
<td>12.06%</td>
<td>7.52%</td>
<td>5.09%</td>
</tr>
<tr>
<td>Error</td>
<td>249%</td>
<td>86%</td>
<td>101</td>
<td>46%</td>
<td>24%</td>
<td>35%</td>
<td>57%</td>
<td>-2%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
See variable definitions in Table SM.2 in the online Supplementary Material.
<table>
<thead>
<tr>
<th>Specification</th>
<th>Howard and Sterner (2017)</th>
<th>Section 4, preferred</th>
<th>Section 5, estimated variance only and no weights</th>
<th>Section 5, Preferred</th>
<th>Equal weighting of studies within method</th>
<th>Proportional weighting of studies within method</th>
<th>Section 5, alternative estimator using FE with additional controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>HS Only</td>
<td>HS and NM Combined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimator</td>
<td>FE</td>
<td>FE</td>
<td>FE</td>
<td>QE</td>
<td>QE</td>
<td>FE</td>
<td></td>
</tr>
<tr>
<td>VARIABLESb</td>
<td>D_new</td>
<td>D_new</td>
<td>D_new</td>
<td>D_new</td>
<td>D_new</td>
<td>D_new</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>0.595**</td>
<td>0.594***</td>
<td>0.689***</td>
<td>0.611***</td>
<td>0.611***</td>
<td>0.984***</td>
<td>0.984***</td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.033)</td>
<td>(0.091)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.132)</td>
<td>(0.132)</td>
</tr>
<tr>
<td>mkt_t2</td>
<td>-0.622**</td>
<td>-0.536***</td>
<td>-1.076</td>
<td>-0.512***</td>
<td>-0.493***</td>
<td>-0.830</td>
<td>-0.830</td>
</tr>
<tr>
<td></td>
<td>(0.226)</td>
<td>(0.073)</td>
<td>(0.641)</td>
<td>(0.108)</td>
<td>(0.132)</td>
<td>(0.604)</td>
<td>(0.604)</td>
</tr>
<tr>
<td>cat_t2</td>
<td>0.26</td>
<td>0.180</td>
<td>0.010</td>
<td>0.412**</td>
<td>0.345*</td>
<td>0.527*</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>(0.267)</td>
<td>(0.234)</td>
<td>(0.135)</td>
<td>(0.149)</td>
<td>(0.188)</td>
<td>(0.094)</td>
<td></td>
</tr>
<tr>
<td>prod_t2</td>
<td>0.113</td>
<td>0.187</td>
<td>0.844</td>
<td>0.519*</td>
<td>0.527*</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.125)</td>
<td>(0.148)</td>
<td>(0.603)</td>
<td>(0.293)</td>
<td>(0.298)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross</td>
<td>1.700***</td>
<td>0.366***</td>
<td>2.333***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.343</td>
<td>(0.033)</td>
<td>(0.754)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cs_t2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>qual_t2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>age_t2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>21</td>
<td>29</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>Likelihood</td>
<td>-44.36</td>
<td>-74.55</td>
<td>-55.56</td>
<td>-78.62</td>
<td>-76.67</td>
<td>-55.78</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>0.722</td>
<td>0.93</td>
<td>0.647</td>
<td>0.989</td>
<td>0.982</td>
<td>0.641</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.635</td>
<td>0.916</td>
<td>0.567</td>
<td>0.987</td>
<td>0.978</td>
<td>0.539</td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proxy for damage variance</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate of damage variance</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NM's quality weights</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality weights in Exp. (4)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster robust SEa</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huber-White SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Direct Damages at 3°C Increase to Market and Non-Market Sectors

<table>
<thead>
<tr>
<th></th>
<th>Non-catastrophic: t2</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t2+cat_t2</td>
<td>6.7%</td>
<td>6.7%</td>
<td>7.8%</td>
<td>6.9%</td>
<td>6.9%</td>
</tr>
<tr>
<td>Total:</td>
<td></td>
<td>9.0%</td>
<td>8.3%</td>
<td>7.8%</td>
<td>10.6%</td>
<td>10.0%</td>
</tr>
</tbody>
</table>

Direct Plus Productivity Damages at 3°C Increase to Market Sectors and Non-Market Damages

<table>
<thead>
<tr>
<th></th>
<th>Noncatastrophic:</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t2+prod_t2</td>
<td>8.0%</td>
<td>8.8%</td>
<td>17.2%</td>
<td>12.7%</td>
<td>12.8%</td>
</tr>
<tr>
<td>Total:</td>
<td></td>
<td>10.3%</td>
<td>10.4%</td>
<td>17.3%</td>
<td>16.4%</td>
<td>15.9%</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses.

*** p<0.01, ** p<0.05, * p<0.1

a Section 5 only analyzes willingness-to-pay studies dropping compensating estimates.
b See variable definitions in Table SM.2 in the online Supplementary Material.
c We reformulate quality and age, such that the coefficient corresponding to t2 represents the impact of a current, high-quality estimate.
d Standard errors are a linear function in temperature.
e Standard errors are clustered at model level.